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Paradigms as systems of orthogonal feature oppositions

• Many authors define inflectional paradigms in terms of their organization into
orthogonal features, cf. Wunderlich and Fabri (1995, p. 266):
“A paradigm is an n-dimensional space whose dimensions are the attributes (or features) used for the
classification of word forms. In order to be a dimension, an attribute must have at least two values.
The cells of this space can be occupied by word forms of appropriate categories.”

• Implicit assumptions:
- Some contrasts within the paradigm are

parallel in that they involve the same
variation in the same feature(s).

- Some contrasts within the paradigm are
orthogonal in that they involve variation in
different features.

- Some pairs of forms in paradigms are in
direct pairwise contrast, while others are not.
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Paradigms as systems of multilateral contrasts

• A general definition should not require orthogonality.
“[…] we define the paradigm of a lexeme L as a complete set of
cells for L, where each cell is the pairing of L with a complete
and coherent morphosyntactic property set (MPS) for which
L is inflectable.” (Stump and Finkel, 2013, p. 9)

• Bonami and Strnadová (2019) go further, building on
Štekauer (2014) and Blevins (2016, chap. 5):

- Paradigms are defined abstractively in terms of aligned
pairwise contrasts.

- Analysis into orthogonal features is a further step of
abstraction that is neither necessary nor always
insightful.
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The topic for today

• Can we find empirical evidence that some contrasts are parallel while others are
orthogonal?

- Answering this will contribute to contrasting the two theoretical views of paradigms.
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• Strategy:
- Distributional vectors reflect syntactic and semantic properties of words likewise

morpho-syntactic features are combinations of syntactic and morphological features.
- We hence model contrasts between paradigm cells as between the corresponding

distributional vectors.
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Types of contrast

• Pairs of cells (a, b) and (a′, b′) are
a. parallel if they contrast in exactly

the same way
b. orthogonal if they do not contrast

at all in the same way
c. corner if they share a paradigm cell
d. neither if they contrast in the same

features but not the same values
2D examples 3D examples

• We exclude corner and neither types because we
- either expect odd behaviours due to sharing a cell
- or have no expectations regarding their behaviours
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Existing data resources for Czech

• We trained the distributional vector
model (cf. Kyjánek and Bonami, 2022)
by applying

- Word2vec (Mikolov et al., 2013)
- to SYN v9 corpus (Křen et al., 2021)
- trained for combinations of tokens and

tags; we rely on the pos-tag annotations

• We use morphological data from
MorfFlexCZ 2.0 (Hajič et al., 2020).

- inflectional morphological lexicon
- 125.3M lemma-tag-wordform triples
- used for the development of

MorphoDiTa (tagging SYN v9 corpus)

Example from MorfFlexCZ: inflection of ’barber’.
Lemma Tag Word form
holič NNMS1-----A---- holič
holič NNMS2-----A---- holiče
holič NNMS3-----A---- holiči
holič NNMS3-----A---1 holičovi
holič NNMS4-----A---- holiče
holič NNMS5-----A---- holiči
holič NNMS6-----A---- holiči
holič NNMS6-----A---1 holičovi
holič NNMS7-----A---- holiče
holič NNMP1-----A---- holiči
holič NNMP2-----A---- holičů
holič NNMP3-----A---- holičům
holič NNMP4-----A---- holiče
holič NNMP5-----A---- holiči
holič NNMP6-----A---- holičích
holič NNMP7-----A---- holiči

Motivation Types of contrast Existing data resources Classifying contrasting word vectors Predicting relations between word vectors Conclusion 6/15



Experiment 1: Classifying contrasting word vectors

• Task: binary prediction of paradigm cell from word vector
• Data: 500 word vectors (only words with freq>50 in SYN v9) for each studied

paradigm cell were sampled from SYN v9.
• It resulted in 30 samples for nouns and 30 samples for adjectives; combinations of

- grammatical cases [nom, gen, acc],
- numbers [sg, pl], and
- genders [masc.anim, masc.inanim, fem, neut] (only for adjectives).

Example for the category ’NFS1’ (Noun.fem.sg.nom).
Word Vector
pastelka>NNFS1-----A---- (crayon) 100-dim
práce>NNFS1-----A---- (work) 100-dim
paměť>NNFS1-----A---- (memory) 100-dim
… … …
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Experiment 1: Vector classification and its evaluation
• We train gradient boosting trees (Friedman, 2001, Mason et al., 2000) on 1000

unpaired words (500 from both contrasting features).
• Evaluation:

- Intrinsic (orange arrows) – by means of 10-fold cross-validation on the 1000-word datasets
- Extrinsic (blue, green, red arrows) – by means of a confusion matrix based on aligned labels,

e.g., the model SG/PL trained on NOM.M is evaluated on both GEN.M, ACC.M
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Experiment 1: Results of the classifications
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Figure 1: Distribution of accuracy of classifications (Experiment 1) for nouns (left) and adjectives
(right). The dashed grey line represents baseline performance at 0.5.
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Experiment 2: Predicting relations between word vectors

• Task: prediction of a target word vector on the basis of a source word vector
• Data: 1000 pairs of word vectors (only words with freq>50 in SYN v9) for each studied

inflectional contrast were sampled from SYN v9 (linked by lemmas from MorfFlexCZ).
- It resulted in 60 samples for nouns and 276 for adjectives; combinations of gram.

- cases [nom, gen, acc],
- numbers [sg, pl], and
- genders [masc.anim, masc.inanim, fem, neut] (only for adjectives).

Example for the contrast ’NF(PS)1’ (Noun.fem.sg.nom ∼ Noun.fem.pl.nom).
Word A Word B Vector A Vector B
výpůjčka>NNFS1-----A---- (loan) výpůjčky>NNFP1-----A---- (loans) 100-dim 100-dim
hmotnost>NNFS1-----A---- (weight) hmotnosti>NNFP1-----A---- (weights) 100-dim 100-dim
nádrž>NNFS1-----A---- (tank) nádrže>NNFP1-----A---- (tanks) 100-dim 100-dim
líheň>NNFS1-----A---- (hatchery) líhně>NNFP1-----A---- (hatcheries) 100-dim 100-dim
… … … … … …
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Experiment 2: Vector prediction and its evaluation
• Following Marelli and Baroni (2015), we train one (gradient boosting tree) model per

dimension in the target vector and combine the models into the collection M:

target_val_1 ∼ pred_val_1 + pred_val_2 + · · ·+ pred_val_100
target_val_2 ∼ pred_val_1 + pred_val_2 + · · ·+ pred_val_100

...
...

target_val_100 ∼ pred_val_1 + pred_val_2 + · · ·+ pred_val_100

• The quality of M in terms of capturing the
morpho-syntactic contrast is calculated by the cosine
between the predicted and the actual target vector.

• The average value of cos(v⃗predicted, v⃗actual) is indicative
of how predictable the contrast of targets is from that
of predictors for that particular morpho-syntactic
feature.

v⃗predictor

v⃗predicted
v⃗actual

M

θ
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Experiment 2: Results of the predictions
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Figure 2: Distribution of quality (cosine similarity) of vector predictions (Experiment 2) for nouns
(left) and adjectives (right). Grey lines indicate the average cosine similarity between members of the
same lemma.
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Experiment 2: Baseline

• 20 random word vectors are picked from
the vector space model and used as
predicted word vectors.

• The average of cosine similarities
between the actual vector vactual and
individual randomly picked word vectors
(vpredicted1

, . . . , vpredicted20
) are calculated.

• The resulting cosine similarity for a given
contrast is computed as the average of
the averages achieved by individual pairs
of word vectors.
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Figure 3: Our models vs. the baseline. The black
line stands for equal values on the x and y axis.

Motivation Types of contrast Existing data resources Classifying contrasting word vectors Predicting relations between word vectors Conclusion 13/15



Discussion & Conclusion
• Intrinsic predictions achieve high performance (even under cross-validation)

- word vectors capture the relevant syntactic and semantic differences between paradigm cells

• Orthogonal types of contrasts lead to poor performance (unsurprisingly)
- from Experiment 1: most models have a performance close to the baseline – were lucky or

unlucky, in a symmetric fashion
- from Experiment 2: performance is still on average much better than the random baseline

(orthogonal models, unlike the baseline, have the capacity to accurately predict some
aspects of distributions that are due to being forms of the same lexeme)

• Parallel types of contrasts achieve measurably higher performance than orthogonal
predictions but are markedly lower than intrinsic predictions.

- it is in direct contradiction to the predictions that contrast between paradigm cells are fully
reducible to contrasts in feature values

- it calls into question the reducibility of paradigmatic organisation in terms of orthogonal
features, à la Wunderlich and Fabri (1995) and supports the view of paradigm organisation
defended by Bonami and Strnadová (2019)
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Future work

1. What exactly makes contrasts across parallel pairs of paradigm cells different?
2. A different use of the same methodology would explore situations where the literature is

disputed.
- Are number contrasts the same in the context of person (in present) vs. gender (in past)?
- past tense of perf verbs vs. past tense of impf verbs?
- fut tense of perf verbs vs. pres tense of impf verbs?
- technical issue of auxiliaries in past and fut tenses when training word vectors

3. How do different morpho-syntactic features differ in their degree of parallelism across
contrasts?
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Appendix: Inflectional paradigm of Czech verbs

Inflectional paradigm of the perfective verb ’udělat’ (’to complete’) and the imperfective verb ’dělat’ (’to do’).
pers pres.sg pres.pl past.sg past.pl fut.sg fut.pl

pe
rf

1. – – udělal-[∅|a|o] (jsem) udělal-[i|y|a] (jsme) udělá-m udělá-me
2. – – udělal-[∅|a|o] (jsi) udělal-[i|y|a] (jste) udělá-š udělá-te
3. – – udělal-[∅|a|o] udělal-[i|y|a] udělá-∅ uděla-jí

im
pf

1. dělá-m dělá-me dělal-[∅|a|o] (jsem) dělal-[i|y|a] (jsme) (budu) dělat (budeme) dělat
2. dělá-š dělá-te dělal-[∅|a|o] (jsi) dělal-[i|y|a] (jste) (budeš) dělat (budete) dělat
3. dělá-∅ děla-jí dělal-[∅|a|o] dělal-[i|y|a] (bude) dělat (budou) dělat
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